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IMAGE SYNTHESIS FOR AUTOSTEREOSCOPIC SYSTEMS 

A. A. Luk’yanitsa  UDC 517.988.38:535.317.2 

The article considers image synthesis for autostereoscopic systems — systems that enable the viewer to 
perceive three-dimensional images without any special devices, such as glasses.  The general image syn-
thesis problem for such systems is stated and an efficient algorithm is proposed for its solution.  Some 
applications of the proposed methodology for two types of units are described: a stereo display and a ste-
reo projection system.  We examine the optimization of technical system parameters with the objective 
of enlarging the region where the viewer sees a three-dimensional image. 

Keywords: autostereoscopic system, image synthesis, functional minimization. 

Introduction 

The present article considers image synthesis for autostereoscopic systems, i.e., systems that enable the 
viewer to perceive three-dimensional images without any special devices, such as glasses (also known as naked-
eyes systems).  To see a three-dimensional perspective, the viewer’s left and right eyes should be trained at dif-
ferent images, which correspond to different viewing points of the scene.  This is easiest to achieve by adding a 
parallax barrier, i.e., place a special mask between the screen and the viewer, which prevents the image intended 
for the left eye from reaching the right eye, and vice versa.  The simplest mask is a transparent film covered with 
opaque vertical bands — Fig. 1a.  Masks constructed from miniature cylindrical lenses (lenticular lenses) are 
also used (Fig. 1b).  Given the mechanisms of stereoscopic vision, these devices have a periodic structure – the 
images for the left and the right eye are separated by the bands.  The shortcomings of these devices include re-
duction of image brightness, appearance of “false” zones where the left eye sees the image intended for the right 
eye and vice versa, and very narrow stereo-effect zones. 

 
 (a)  (b) 

Fig. 1.  Autostereoscopic systems with parallax barrier: (a) a slit mask, (b) a lenticular raster. 
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 (a)  (b)  

Fig. 2.  Systems that generate continuous 3D images: (a) stereo display, (b) projection system. 

In the present article we consider a stereo display and a projection system in which the 3D effect is achieved 
by integrating several specially prepared continuous images and using light scattering.  This technique produces 
a stereo image in a fairly wide spatial region.  A stereo display [1, 2] consists of two liquid crystal (LC) panels F 
and  B   with a diffuser  M   between them.(Fig. 2a).  Specially computed images are displayed on the two pan-
els, acting as masks for the light that reaches the viewer’s eyes  EL   and  ER   from the backlight  L .  Since the 
LC panels are separated by a certain distance in depth, the images reaching the left and the right eye pass 
through different mask pixels and are therefore distinct.  The diffuser has a dual function.  First, it eliminates the 
moiré effect produced by the periodic structure of the LC panels — the pixels are separated by opaque black 
bands.  Second, the diffuser makes it possible to increase the viewing angle.  When the viewer’s position shifts, 
other mask pixels are superimposed and the image changes.  The diffuser slightly “fuzzes” the rear mask, so that 
small deviations of the viewer from the chosen position do not disrupt stereo perception. 

A projection system (3) consists of two (or more) standard projectors and a retro-reflective screen (Fig. 2b), 
which reflects light strictly in the direction of the source.  However, many retro-reflective materials have diffu-
sive properties and therefore reflect light into a certain solid angle around the direction of the source, with expo-
nential decay at the periphery.  This property may be exploited to create a 3D light field in a fairly wide zone.  
The scattering law for retro-reflective screens is adequately modeled by the normal distribution 

 K α( ) = P ⋅ exp − α2

σ2
⎛
⎝⎜

⎞
⎠⎟

, (1) 

where  P   is the amount of light absorbed by the screen,  α   is the angle between the light source and the 
viewer, and  σ   is the parameter characterizing the scattering properties of the screen.  Since the viewer’s left 
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and right eyes see images reflected from different projectors at different angles, it is possible to select projector 
images so that the viewer perceives the desired 3D scene. 

These stereo systems create different images at different viewing angles and the reproduction of a desired 
3D scene therefore requires computing (synthesizing) the images that should be applied to the system input.  
Such images are not determined uniquely, and we have to select the images that ensure the widest region of ste-
reo vision.  The present article aims to solve this problem.  It is organized as follows.  In Section 1 we present a 
general statement of the image synthesis problem for autostereoscopic systems.  In Section 2 we describe an ef-
ficient algorithm for solving this problem.  Sections 3 and 4 present applications of the proposed image synthesis 
methodology for a stereo display and a stereo projection system.  The last section, Section 5, examines the 
choice of optimal technical parameters for these systems with the objective of enlarging the region where the 
viewer sees a 3D image. 

1.  Statement of the Problem 

Given is an optical stereo system  S   for reproduction of images whose design parameters are known.  For 
the stereo display the known parameters include the distance between the panels, screen size, and diffuser prop-
erties.  We refer to these parameters as the system internal parameters and denote their entire set by  H .  Take a 
Cartesian coordinate system and place the stereo system  S   at a given point in space   


XS .  To allow the viewer 

to see a 3D picture, the stereo system must have the following property.  If  n ≥ 2   images   I1,… , In   computed 
in a special way are applied to the system input, then the viewer’s eyes positioned at points with the coordinates  

 

XL   and   


XR   should see different images 

 
 
L = S


XL,

XS, I1,… , In, H( ) ,      

 
R = S


XR, 

XS, I1,… , In, H( ) . (2) 

For the viewer to see the desired three-dimensional picture, these images should match a given stereo pair  
IL, IR( ) ,  i.e., the two images that are projections of the original scene from two viewing points (these two im-

ages are usually taken with a stereo camera).  Since the position of the viewer relative to the stereo system and 
the system internal parameters are fixed, the desired effect can be achieved by altering only the images  

 I1,… , In ,  which are determined by minimizing the discrepancy functional 

 
 
Φ1 I1,… , In( ) = 1

2 L I1,… , In( ) − IL( )2 + 12 R I1,… , In( ) − IR( )2 . (3) 

Assume that all the images are discrete, of size  Nw   and  Nh   in the horizontal and the vertical direction re-
spectively.  Then the functional (3) may be written as 

 
 

Φ1 I1,… , In( ) = 1
2 L i, j( ) − IL i, j( )( )2 + R i, j( ) − IR i, j( )( )2( )

j=1

Ny

∑
i=1

Nx

∑ . (4) 

Since the intensity of the images to be rendered on the display or the projector is bounded by the range  [0, 255],  
the sought images should satisfy the constraints 

 0 ≤ Ik i, j( ) ≤ 255 ,       k = 1,… , n ,     i = 1,… , Nh ,     j = 1,… , Nw . (5) 
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In principle, we can accept any set of images   I1,… , In   satisfying the constraints (5) that minimize the func-
tional  Φ1 .  However, our problem requires choosing the smoothest of all admissible solutions, because this will 
enable the viewer to perceive a 3D picture not only at the computed point, but also in some neighborhood 
around it.  To find the smoothest solution, we have to add another functional to the discrepancy functional: 

 
 

Φ2 I1,… , In( ) = 1
2 Ik i +1, j( ) − Ik i, j( )( )2 + Ik i, j +1( ) − Ik i, j( )( )2( )

j=1

Nw −1

∑
i=1

Nh −1

∑
k=1

n

∑ . (6) 

This functional is moreover a regularizing increment for the functional  Φ1 . 
The image synthesis problem thus involves minimizing the functional 

  Φ I1,… , In( ) = Φ1 I1,… , In( ) + αΦ2 I1,… , In( )  (7) 

subject to the constraints (5). 

2.  Image Synthesis Algorithm 

Problem (7), (5) is a constrained minimization problem for a quadratic functional with inequality con-
straints.  To solve the problem, we can construct a Lagrange functional and find the minimum value from the 
Kuhn–Tucker conditions [4].  However, our problem is reducible to an unconstrained minimization problem.  To 
this end we make the change of variables 

 Ik = 255
1+ exp −Jk( ) . (8) 

With this change of variables,  Ik   lies in the interval  [0, 255],  i.e., conditions (5) are satisfied automatically, 
and the new variables  Jk   may vary over the entire real axis.  The functional (7) can be efficiently minimized 
by gradient descent with an inertial term: 

 Jk t +1( ) = Jk t( ) − η∂Φ t( )
∂Jk

− µ ∂Φ t −1( )
∂Jk

. (9) 

Here  η   and  µ   are the iteration parameters characterizing the speed of the gradient descent process,  t   is a 
fictitious parameter denoting the iteration number.  The inertial term allows for the gradient change from the 
preceding step, thus avoiding getting trapped in a local minimum.  The image quality is characterized by the 
percentage difference between the generated images  L,R( )   and the specific stereo pair  IL, IR( ) : 

 E = 100%255
1

2NhNw
L i, j( ) − IL i, j( )( )2 +

j=1

Nw
∑ 1

2NhNw
R i, j( ) − IR i, j( )( )2

j=1

Nw
∑

i=1

Nh
∑

i=1

Nh
∑ . (10) 

E   is called the image synthesis error. 
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Since all digital imaging devices, such as displays or projectors, have essentially discrete structure, a stereo 
system is conveniently represented as a neural network  N   where neurons correspond to image pixels and the 
connections  W   between the neurons are fixed; they model the propagation of light rays in accordance with the 
set of internal parameters H and the position of the viewer   


X   relative to the position of the system   


XS ,  W  = 

 
W

X,

XS,H( )  [5, 6].  The images   I1,…, In   are applied to the neural network input, and once the signal has 

traversed the network, the images formed at the output are displayed to the viewer: 

 
 
L = N W


XL ,

XS ,H( ), I1,…, In( ) ,      

 
R = N W


XR ,

XS ,H( ), I1,…, In( ) . (11) 

For a neural network, the functional (7) is an error function, the change of variables (8) corresponds to the intro-
duction of a nonlinear transfer function for the neurons, and the gradient descent process (9) is a network tuning 
procedure called backward error propagation [7]. 

3.  Image Synthesis for Stereo Display 

Take an orthogonal coordinate system attached to the viewer. Point the  Ox   axis to the right, the  Oy   axis 
down, and the  Oz   axis so as to complete a right-handed triad.  Assume that the origin is at the point half-way 
between the viewer’s eyes.  In this coordinate system, the left eye is at the point  xL, 0, 0( )   and the right eye at 
the point  xR, 0, 0( ) ,  with  xL = −xR .  Assume that the screens are perpendicular to the  Oz   axis and it passes 
through their centers; the front screen is at a distance  D   from the origin, and the inter-screen distance is  d   
(Fig. 3). 

 

Fig. 3. Formation of stereo image by stereo display.  Here  EL   and  ER   are the viewer’s left and right eye,  F   and  B   are the front 
and the back LC panel,  M   is the diffuser,  D   is the distance from the observer to the near panel,  d   is the inter-panel gap. 
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The light from the backlight passes through the rear screen, undergoes slight diffusion in the diffuser, and then 
passes through the front screen.  In the end, the left and the right eyes see the following images: 

 L x, y( ) = I1 x, y( ) K ξ − ax + bxL, η− ay( ) I2 ξ,η( )dξdη
Ω
∫∫ , (12) 

 R x, y( ) = I1 x, y( ) K ξ − ax + bxR, η− ay( ) I2 ξ,η( )dξdη
Ω
∫∫ . 

Here  I1 x, y( )   and  I2 x, y( )   respectively are the image intensities on the front and the back screen,  a  = 
D + d( ) D ,  b = d D ,  and the kernel modeling the diffuser effect has the form 

 K t1, t2( ) = p ⋅e
−
t1
2 +t2

2( )
σ2  (13) 

Here  p   is the absorption coefficient and  σ   a parameter characterizing the diffuser scattering properties.  In-
tegration in (12) is over the region  Ω   that the image occupies on the screen. 

The problem has been solved by the method described in Section 2.  Figure 4 plots the variation of the im-
age synthesis error  E   as a function of the iteration number  t   for various values of the parameter  η .  For  
η  = 0.001  the convergence is slow, and for  η  = 0.005  the error fluctuates around  25 %. 

 
Fig. 4. Image synthesis error  E   versus the iteration number for various values of the parameter  η :  (1) η  = 0.001,  (2) η  = 0.002,  

(3) η  = 0.003,  (4) η  = 0.004,  (5) η  = 0.005. 

The optimal value is  η  = 0.003.  For the parameter  µ   characterizing the contribution of the inertial term 
we experimentally obtained an optimal value equal to  η . 
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 (a)  (b)  

 
 (c)  (d)  

Fig. 5. Results of a numerical experiment: (a), (b) initial stereo pair; (c), (d) computed images  I1   and  I2   to be delivered to the front 
and the back screen, respectively. 

Figure 5 presents the simulation results.  The top row (a, b) shows the original stereo pair  IL, IR( ) ,  and the 
bottom row (c, d) shows the computed images  I1   and  I2   that are delivered to the front and the back screen, 
respectively. 

4.  Image Synthesis for Projection System 

Assume that the reflective screen is placed vertically.  Introduce a Cartesian coordinate system with its ori-
gin at the center of the screen.  The horizontal axis  Ox   and the vertical axis  Oy   are in the screen plane.  The 
axis  Oz   is directed toward the projectors, as shown in Fig. 6. 

Let the viewer’s eyes be at the points with the coordinates   

EL   and   


ER ,  and the projectors at the points  

 

P1   and   


P2 ,  receiving the images  I1   и  I2 .  Then the viewer sees with the left and the right eye the images  L  
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Fig. 6. Projection system:  S   is the screen,  P1   and  P2   are the projectors,  EL   and  ER   are the viewer’s eyes. 

 

Fig. 7. Image synthesis error  E   as a function of the iteration number  t   for various values of the parameter  η :  (1) η  = 0.05,  
(2) η  = 0.1,  (3) η  = 0.9,  (4) η  = 1.0,  (5) η  = 1.1. 

and R, which are respectively computed by the following formulas: 

 
 
L x, y( ) = I1 x, y( ) ⋅K α11 x, y,


EL,

P1( )( ) + I2 x, y( )K α12 x, y,


EL,

P2( )( ) , (14) 

 
 
R x, y( ) = I1 x, y( ) ⋅K α21 x, y,


ER,

P1( )( ) + I2 x, y( )K α22 x, y,


ER,

P2( )( ) , 
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where  αij   is the angle between the incident light ray and the reflected ray, i.e., between the ray that leaves the 
projector  j ,  is reflected from the screen at the point  (x, y) ,  and reaches the viewer’s eye  i ;  K α( )   is the 
reflection law for the retro-reflective screen, 

 K α( ) = P ⋅ exp − α2

σ2
⎛
⎝⎜

⎞
⎠⎟

, (15) 

where  P   is the absorption of light by the screen and  σ   a parameter characterizing the scattering properties of 
the screen. 

The method of Section 2 has been applied to synthesize the projector images from the given stereo pair  
IL, IR( ) .  Figure 7 plots the variation of the image synthesis error  E   as a function of the iteration number  t   

for various values of the parameter  η .  For  η  = 0.05  the convergence is slow, and starting with  η  = 1.1  the 
process does not converge at all. 

 
 (a)  (b)  

 
 (c)  (d)  

Fig. 8. Results of numerical computations:  (a), (b) the original stereo pair  (IL , IR ) ;  (c), (d) the computed images  I1   and  I2   to be 
delivered to the left and right projectors. 
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The optimal value of this parameter is  η  = 0.9,  when the process converges in 4–5 iterations, achieving an 
error of less than 1 %.  The parameter  µ   characterizing the contribution of the inertial term was taken equal 
to  η . 

Figure 8 shows the simulation results.  In the top row (a, b), we have the original stereo pair  IL, IR( ) ,  and 
in the bottom row (c, d) the computed images  I1   and  I2   that should be applied to the projectors. 

5.  Optimization of System Internal Parameters 

Image reproduction quality in stereo systems depends on the set of technical parameters  H   adopted in 
manufacturing.  For stereo display the main parameters are the pixel aperture, the inter-panel distance, and the 
diffuser scattering characteristic.  For a projection system important parameters include the screen scattering 
parameter, the separation between the projectors, and the distance of the projectors from the screen. 

We introduce a Cartesian coordinate system with the center at the viewer’s position, the axis  Ox   pointing 
to the right, the vertical axis  Oy   directed downward, and the axis  Oz   toward the screen (Fig. 9). 

 

Fig. 9.  When viewing the stereo system screen, the viewer is free to move within the region  xmin, xmax[ ] × zmin, zmax[ ] . 

Given is the stereo pair  IL, IR( ) .  Fix the values of the parameters H and compute the image  (L, R) .  As-
sume that the viewer shifts to some point with the coordinates  (x, z) .  The quality of the stereo image at this 
point is characterized by the following measure: 

 exz = 1
2NhNw

L i, j( ) − IL i, j( )( )2 +
j=1

Nw
∑ 1

2NhNw
R i, j( ) − IR i, j( )( )2

j=1

Nw
∑

i=1

Nh
∑

i=1

Nh
∑ ⋅100%255 , (16) 

where  Nh   and  Nw   is the number of pixels in the image along the horizontal and the vertical respectively.  In 
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effect,  exz   is equal to the stereo image reproduction error, expressed in percent.  The smaller this error, the 
more accurate is the reproduction of the image by the system for the given position of the viewer.  It is important 
to ensure that, as the viewer shifts within certain limits, he continues to see a stereo image close to the desired 
one.  Therefore our task is to choose the system parameters  H   that maximize the viewing region  P H( )   
where the desired stereo image is properly seen.  To compute  P H( ) ,  we superimpose a uniform grid on the 
region of the viewer’s possible positions  xmin, xmax[ ]× zmin, zmax[ ] : 

 x j = xmin + j −1( ) xmax − xmin( )
Nx −1

,     j = 1,… , Nx , (17) 

 zi = zmin + i −1( ) zmax − zmin( )
Nz −1

,     i = 1,… , Nz , 

where  Nx   and  Nz   is the number of grid nodes along x and z, respectively. 
Real-life tests have shown that viewers do not notice defects in the stereo image if the error (16) does not 

exceed some  emin .  We therefore numerically characterize the size of the stereo zone by the ratio of the area of 
the region where the error  exz   does not exceed the specified limit  emin   to the total viewing area  
xmin, xmax[ ]× zmin, zmax[ ] .  In case of discrete moves of the viewer over the grid (17), this ratio is computed in 

the following way.  Define the grid function 

 pxz =
1 if   exz ≤ emin ,

0 if   exz > emin ,

⎧
⎨
⎪

⎩⎪
 (18) 

then 

 P H( ) = 1
NxNz

p ji ⋅100%
j=1

Nx

∑
i=1

Nz

∑ . (19) 

We can now introduce a grid over the region of possible variation of the parameters H  and compute  P(H )   at 
the grid nodes.  If the grid spacing is sufficiently small, we can find the optimal parameter values by direct enu-
meration, or alternatively use the values computed on a coarse grid to construct approximating dependences and 
thence find the optimal parameter sets. 

Figure 10 shows the level lines of the function  f x, z( ) = exz   in the standard viewing zone for a 17” display 
with distances of 2 mm and 6 mm between the panels (Figs. 10a and 10b, respectively). 

As the distance between the panels increases, the error with the viewer positioned at  (0, 0)  decreases, while 
at the same time the error increases at the periphery of the region.  The quality of the stereo image reproduced by 
the display is influenced by the following parameters: 

 a  —  the aperture of the display pixels, 

 d  — the distance between the back and the front panels, 

 σ  — the diffuser scattering parameter. 
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 (a)  (b)  

Fig. 10. Level lines of the function  f x, z( ) = exz   with 2 mm (a) and 6 mm (b) between the panels.  The distances along  x   and  z   
are in millimeters. 

Numerical calculations have produced the following approximation formula for the function  P(H )   characteriz-
ing the width of the stereo zone: 

 P a,d,σ( ) = 36.4 ⋅a0.36e
− d−5.01

4.55( )2 e−
σ−0.028
0.19( )2 . (20) 

This formula has been obtained with  emin  = 5%  and it achieves  94 %  accuracy on the full set of computation 
data.  The formula implies that the effect of the aperture on the width of the stereo zone is fairly small; the opti-
mal inter-panel distance is  d ≈ 5  mm,  and the optimal scattering parameter is  σ ≈ 0.03 . 

Similar calculations have been carried out for a projection system.  Figure 11 shows the level lines of the 
function  f x, z( ) = exz   for the following stereo system parameters: screen-to-projector distance  dS  = 4 m,  
separation between the projectors  dP  = 20 cm,  screen-to-viewer distance  dE  = 4 m.  The left panel corre-
sponds to  σ  = 0.03,  the right panel  σ  = 0.05. 
The area of the stereo zone increases with the increase of the scattering coefficient  σ .  The technical parame-
ters of the projection system are determined by three main parameters:  σ   characterizes the scattering proper-
ties of the screen material; the other two parameters — the screen-to-projector distance  dS   and the projector 
separation  dP   — determine the geometrical characteristics of the projection system.  Since the screen proper-
ties are given and the screen-to-projector distance is determined by projection theater architecture, the only pa-
rameter that allows relatively easy adjustment is the projector separation  dP .  It is therefore reasonable to state 
the parameter optimization problem in the following form: given the parameters  σ   and  dS ,  find  dP   that 
maximizes the area of the stereo zone  P(σ, dS, dP ) .  Numerous calculations carried out for various combina-
tions of the system parameters have led to approximate formulas for the projector separation  dP   that maximizes  
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 (a)  (b)  

Fig. 11. Level lines of the function  f (x, z) = exz   for the following parameter values:  dS  = 4 m,  dP  = 20 cm,  dE  = 4 m,  σ  = 
0.03 (a) and  σ  = 0.05 (b).  Distances in meters. 

the size of the stereo zone: 

 dP ≈ 0.6 +130σ( )dS +120σ . (21) 

Here the screen-to-projector distance  dS   is in meters and the projector separation  dP   in centimeters.  This 
formula has been obtained with  emin  = 5 %  and it achieves 97.1%  accuracy on the full set of computation 
data. 
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